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Team Formation for Human-Artificial Intelligence
Collaboration in the Workplace: A Goal

Programming Model to Foster
Organizational Change

Davide La Torre , Cinzia Colapinto , Ilaria Durosini , and Stefano Triberti

Abstract—The need for preparing for digital transformation
is a recurrent theme in the recent public and academic debate.
Artificial Intelligence (AI) has the potential to reduce operational
costs, increase efficiency, and improve customer experience. Thus,
it is crucial to forming project teams in an organization, in such
a way that they will welcome AI in the decision-making process.
The current technological revolution is demanding a rapid pace of
change to companies and has increased the attention to the role of
teams in fostering innovation adoption. We propose an innovative
multicriteria model based on the goal programming approach for
solving the optimal allocation of individuals to different groups.
The model copes with human resources’ cost and human–machine
trust. Indeed, we propose an aggregated measure of the attitude
towards AI tools to be employed to support tasks in an organization:
more precisely our index is based on three dimensions: technology
acceptance, technology self-efficacy, and source credibility. By in-
corporating this index in a team formation model, each team can be
guaranteed to have less resistance to change in adopting machine-
based decisions, a scenario that will characterize the years to come.
The proposed index can also be integrated into more complex and
comprehensive models to support business transformation.

Index Terms—Artificial intelligence (AI), goal programming
(GP), multiple criteria decision-making (MCDM), team formation,
technology acceptance, organizational change, innovation drivers.

I. INTRODUCTION

THE so-called “fourth industrial revolution” based on a dis-
ruptive set of digital technologies is rapidly and radically
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altering industries, governments, people, markets, businesses,
and definitely decision-making processes. Since 2000, the emer-
gence of a diverse set of new powerful digital technologies and
platforms has transformed both innovation and entrepreneurship
in significant ways with broad organizational implications [1].
Previous researchers [2] have shown that Small and Medium-
size Entreprise (SMEs) competitiveness rely on innovation and
the human dimension. Team formation has strong effects on
organizational performance; as a result, it has become a more and
more critical issue: specific skills and attitudes have to be con-
sidered especially in the current digitization shift that is affecting
business models. In this paper, we introduce a new aggregated
criterion T which models the human–machine interaction and
the trust of a certain individual to replace humans by machines
in the decision-making process: it is a good proxy to support
a diverse and technology-oriented team formation process. We
then embed this criterion into a multiple criteria decision-making
(MCDM) model for team formation which simultaneously takes
into account two different criteria, T and the monthly salary,
respectively.

The paper is organized as follows. Section II reviews the
extant literature about team formation. In Section III, we recall
the most important facts in multiple criteria decision analysis
(MCDA) and goal programming (GP). Section IV introduces our
approach based on a combination of three existing attitude theo-
ries; indeed, it presents a new index to measure human–machine
interaction to be considered in the process of team formation.
Section V is devoted to present the team formulation model and
its general properties. Section VI illustrates how the model works
in practical contexts, and Section VII concludes this article.

II. ROLE AND CHALLENGES OF TEAM FORMATION

The importance of teams has been largely recognized in man-
agement and entrepreneurship research since the early 1980s
[3]. Considering the extant literature, it is clear that the study of
teams is crucial for different reasons: in primis team members
constitute a newborn organization’s most valuable asset and the
members’ personalities, skills, and social capital have a profound
impact on the company performance [4], [5]. This element is
reaffirmed by the fact that investment decisions depend heav-
ily on the entrepreneurial team members’ profiles [6]. Also,
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in mature organizations, many decisions are rarely made by
individuals as employees spend significant time working in one
or more teams [7], [8]. Company’s members are organized in
teams and/or departments, and whether such organized teams
and departments function as intended, will impact on the perfor-
mance of the entire organization [9]. It is well known that teams
are special types of groups, as teams rely more on discussion,
debate and decision, sharing information, and best practice.

The challenge in team formation resides in many factors,
also because it is a process that occurs in a social space where
political, cultural, and scientific interests interact, creating a dy-
namic series of tradeoffs. Moreover, some projects require high
specialty in specific areas, whilst others will achieve good results
only by maximizing workforce diversity. The evaluation of team
members is conducted by defining their abilities and attitudes. In
many studies [10], the abilities of the candidates are evaluated
in the general aspect of Human Resource Management, thus
they lack the evaluation for specific characteristics required for
a specific project.

Indeed, different authors focused on different criteria to be
used in the team formation process, such as technical knowledge,
teamwork experience, personal characteristics, communication
skills, culture, leadership, and motivation in selecting the project
team members [10]–[12]. For instance, according to Katzenbach
and Smith [13], team members must have three different types
of skills to achieve effectiveness, namely technical/functional
expertise, problem-solving and managerial skills, and interper-
sonal skills. Chung and Guinan [14] expressed that experience
increases team performance.

Great attention was also paid to the collaboration and synergy
among team members, the existence of cohesion or conflict,
or team climate: authors tried to indicate how to minimize
incompatibilities [15] or maximizing synergy. On the latter, we
can cite Yang and Tang [16] who tried to determine the index
of cohesion in terms of the reciprocally positive (or negative)
relationships among team members.

Other researchers tried to study knowledge as the main vari-
able to support team formation. For instance, Wi et al. [17]
presented a framework for analyzing the knowledge compe-
tencies of the candidates for team members for a new team
and considered collaborative capabilities of the members: they
proposed a genetic algorithm and social network measures for
choosing a team manager and team members.

This article does not focus on skills or competencies but
intends to consider the intention to use technology in a team. We
look at the attitude to welcome the shift from human-based to
machine-based decision-making process. Indeed, we integrate
an index to measure the factors underlining this attitude in a
weighted GP model.

III. MULTI-CRITERIA DECISION MAKING AND GP

As stated by Meyer [18], multiple goals are the predomi-
nant reality of organizational life. Indeed, managers and en-
trepreneurs are frequently challenged with complex decision-
making situations which involve several, and often conflicting,
objectives and priorities. MCDA offers effective techniques

that can be used to obtain candidate solutions among different
criteria. The spurt in the growth of modeling and computational
ease has made GP a popular MCDA technique to deal with
challenges implying conflicting criteria. Several GP techniques
have been used to study applications spanning from budget
allocation to scheduling, and in many areas, from marketing
and quality control to production and Human Resources (i.e.,
[19]). We refer the readers to extant reviews [20], [21] and books
[22], [23] highlighting different GP model variants with several
applications.

Let us consider a classical MCDA framework, where there are
conflicting criteria F1, F2, …, Fp that have to be maximized or
minimized simultaneously. One of the simplest models to deal
with the complexity of this decision analysis context is the GP
model, first introduced by Charnes and Cooper [24] and Charnes
et al. [25]

Min

p∑

j = 1

α+
j D

+
j + α−

j D
−
j .

Subject to:

Fj (X1, X2, . . . , Xn)−D+
j + D−

j = Gj j = 1 . . . p

X = (X1, X2, . . . , Xn) ∈ Ω

D−
j , D

+
j ≥ 0 j = 1 . . . p

Xi ≥ 0 i = 1 . . . n

where Xi are the decision variables, and Di
- and Di

+ are the
negative and positive deviations with associated negative and
positive weights α−

i and α+
i , respectively. The letters Gi, i = 1,

…, p describe the aspirational goal levels while Ω is the feasible
set. Several different variants of this basic formulation have been
introduced over the years (see i.e., [20]).

The GP model is preferable as a manager is often not inter-
ested only in minimizing or maximizing a specific criterium, but
he/she looks for the best compromise among conflicting criteria.
We present a weighted GP (WGP) that allows the manager to
set weights in line with the needs and the strategic goals of the
organization. If a firm is interested in transforming its decision-
making process extensively by adopting black-box solutions
generated by machines, the manager can increase the weight
associated with the human–machine criterium and/or settle a
different (much higher) goal in terms of the human–machine
trust. A more sophisticated way to include the preferences and
judgments of the decision maker (DM) is to refer to the concept
of satisfaction function (SF) developed by Martel and Aouni
[26]. In general, an SF satisfies the following property

1. SF takes values in [0,1];
2. SF(0) = 1, that is the satisfaction is maximum when a

criterion is achieving its goal;
3. SF is monotonically decreasing according to the DM’s

appreciation of the achievement level of each objective;
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4. SF is equal to zero for all deviation values greater than the
veto threshold.

The GP model with SF takes the form

Max

p∑

j = 1

α+
j SF

(
D+

j

)
+ α−

j SF
(
D−

j

)
.

Subject to:

Fj (X1, X2, . . . , Xn)−D+
j + D−

j = Gj j = 1 . . . p

X = (X1, X2, . . . , Xn) ∈ Ω

0 ≤ D−
j ≤ Δ−

j j = 1 . . . p

0 ≤ D+
j ≤ Δ+

j j = 1 . . . p

Xi ≥ 0 i = 1 . . . n

where Δ+
j and Δ−

j are the positive and negative thresholds.
As mentioned above, GP models have been used in strategic

planning and human resource management. There exists a wide
literature presenting GP models to solve scheduling problems.
For instance, Lee and Kwak [27] propose a GP model to support
the planning functions of resource allocation in the healthcare
organizations; and Cetin and Sarucan [28] introduce a binary
fuzzy GP model for nurse scheduling problems. GP is also
employed to assist human resource managers in identifying
a promotion policy [29]. Additionally, a fuzzy GP model is
introduced for allocating tasks to employees in teamwork [30].
In this article, we propose a WGP model to support the team
formation process considering the attitude toward technology.

IV. ADDRESSING THE BLACK BOX PROBLEM: A NEW

MEASURE FOR USERS’ ATTITUDE

Employees often approach Artificial Intelligence (AI) initia-
tives with mixed feelings as the emergence of AI will transform
the nature of work and the relationship between human beings
and machines in all enterprises. The main issue at stake here is to
optimize productivity and reliability of work processes featuring
AI. Neural networks break large computation problems into
millions or billions of pieces and then advance step by step. Deep
learning uses calculations. A model can reach a correct conclu-
sion via a path that has nothing to do with what would be, for us,
a human-like view of the problem which includes expertise and
intuition, emotions, and heuristics [31]. One may think this is not
an issue given that a correct and viable solution to the problem
is reached. Yet, this conception disregards the fact that work
processes featuring AI solutions are grounded in real-life work
contexts. Being AI used in medicine and healthcare, the military
or business, problem solving, and especially implementation
of the solutions holds consequences for people’s real life and
career. For example, if we focus on the health and care industry,
doctors may incur controversies and legal actions because of

their decisions, a phenomenon which has considerably risen in
the last decades. Furthermore, while we are getting encouraging
data about the utility of AI for diagnosis and identification of
treatment, we still do not know how the inclusion of AI in the
medical process may influence the doctor–patient relationship.
Recent contributions have begun to hypothesize some possible
influences of AI on the patient–doctor relationship, highlighting
that

1) clinical decisions could be paralyzed or delayed when
artificial entities’ recommendations are difficult to explain
or to understand to patients;

2) patients’ symptomatology or diagnosis could be misinter-
preted when adapted to AI classifications;

3) AI can cause confusion about roles and about “who really
has authority” in patient’s perception [32].

For this reason, AI users need certainty in order to make de-
cisions based on AI’s elaborations. Certainty is a psychological
issue, which has an indefinite relation with a tool’s functionality,
while it is influenced by the user’s subjective perception of the
reliability and validity of the tool. For example, the huge re-
search field of technology acceptance demonstrated that the best
predictors of intention to use technology are perceived utility
and perceived easiness of use, that in turn are determined by a
number of individuals (e.g., expertise, personality, pre-existent
intentions) and contextual factors (e.g., social norm and peer
influence) [33]–[35].

It is possible to identify three main approaches to this issue
across the literature. The first one is eXplainable AI (XAI), or the
interdisciplinary effort to develop AIs able to present their com-
putational outcomes in a transparent and understandable fashion
[36], [37]. While the term exists since the 1970s, recently XAI
became of particular interest regarding the rise of AI solutions in
many professional contexts, and it has been associated with the
social sciences more than with the technical capabilities of AI
tools [36]. Future XAI will benefit more and more of cognitive
science and philosophical research focused on understanding
what is an effective explanation within human users’ perception,
in order to optimize AI implementation. Within this approach,
future AI may benefit from user experience research to analyze
and improve user-AI interface.

A second approach regards marketing [38]. Trust and trans-
parency are issues that put at risk the effectiveness of AI on the
market. It is well known that consumers often use tools they do
not really know how they work, holding some mental representa-
tion of the tool’s functioning which has little or nothing to do with
the representation of the designer or engineer [39]. Marketing is
able to build and influence consumers’ trust in products and
services by strategic use of communication techniques [40],
[41], independent of their actual understanding of how the tool
works. For this reason, it is possible that marketing will be used
to convince people they could trust AI solutions and to reduce
their concerns. This approach to the trust issue is probably the
most controversial because it does not really address the problem
but aims to just annihilate it in users’ attitudes by strategic
persuasion.

The third approach is the one employed in the present contri-
bution. Without disregarding the importance of XAI, managers
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and DMs involved in AI implementation should be able to
employ the best human resources combination possible to deal
with AI-mediated work tasks, taking into consideration their
attitudinal and cognitive predispositions to the job. Exactly like
managers analyzing the ability to work in a team or manage
diversity within job candidates [42], [43], they could be inter-
ested in having a glimpse about employers’ attitude toward AI
solutions they are supposed to use to make important decisions.
However, an objective and synthetic measure of employers’
ability to work productively with AI does not exist. For the
sake of computation and GP, we propose a measure created
by aggregating multiple factors that, according to literature,
contribute to determine users’ ability to positively approach the
AI tool and to work productively with it. According to literature,
attitudes toward technology are relevant to develop the intention
to use it. Attitude is a broad construct in psychology that often
refers to subjective and declared opinions on something that
could be quantified [44]. It should be said that such aggregated
measure does not aim to be a complete rendition of all possible
individual and contextual factors that affect users’ attitude and
ultimately behavior, nor has it undergone a deep evaluation
from a psychometric point of view. However, we propose it
as a testing ground for the idea to “conflate” multiple factors
in a single formula which at least partially represents relevant
psychological factors. We identify three main groups of relevant
attitudes:

1) Technology acceptance: Based on the theory of social
psychology, the Technology Acceptance Model (TAM)
[45] suggested the attitude– intention–behavior causal
relationship for explaining and predicting technology ac-
ceptance among potential users. The TAM proposes that
the individual’s attitude toward technology is determined
by its perceived usefulness and its perceived ease of use,
which, in turn, determine the user’s intention to use. Davis
et al. [46] highlighted that the perceived usefulness of
technologies is the degree to which people believe that us-
ing the technology will enhance their performance, while
the perceived ease of use is the degree to which people
believe that using technology will be free of effort. The
TAM has been developed further in a number of studies
[47], including additional predictors. One of them is peer
influence, in that social pressure or influence also affects
the intention to use the technology within the organiza-
tion. Employees will be asked to rate their acceptance of
technology they are supposed to use on the job through
three items resembling the dimensions of TAM (e.g., I
would find the technology useful in my job; I would find
the technology easy to use; My colleagues encourage me
to use the technology);

2) Technology self-efficacy: Technology self-efficacy can
be defined as the individual’s perception of their ability to
apply new technologies for specific aims [48]. People with
high technology-related self-efficacy are able to under-
stand what technologies are capable of and, consequently,
use them proficiently and make intelligent decisions about
which technology to use and when to use it. Employees’
technology self-efficacy could be explored through three

items (e.g., I am quite an expert in new technologies; I
consider myself proficient in the usage of this technology
or very similar ones; I feel confident in my ability to use
the technology on the job)

3) Source credibility: People can evaluate the credibility of
artificial entities prior to or when interacting with them.
This relates to the concept of source credibility, typical
of marketing and advertising research. Source credibility
is an antecedent of the persuasiveness of communication
[49], [50] and can be based on how attractive, expert, and
reliable AI appears to the users. Employees will be asked
to rate the technology they are supposed to use on the job,
after a presentation or first experiences of use, on three
adjectives resembling the components of source credibil-
ity, e.g., how much do you think the technology is attrac-
tive/pleasant, trustworthy/reliable, expert/competent.

To reach an integrated measure of users’ global attitude toward
AI tools, we propose that the scores from the three variables
(three questions each) are summed to obtain a single general
index, which takes into consideration users’ acceptance of the
technology (perceived utility, perceived easiness of use, peer
influence), users’ attitude toward their own proficiency with
the technology (technology self-efficacy), and source credibility
attributed to the specific tool. Being the items rated on a 1–5
Likert scale, each individual variable could range between 3
and 15, while the total score of the “attitude index” could range
between 9 and 45 (the attitudes and questions to analyze them
are resumed in Fig. 1).

V. MODEL FORMULATION

We suppose to have X1,…, XN individuals, each of them has an
associated cost (monthly salary) Si, i=1, …,N, and an associated
level of the index Ti, i = 1,…N,. We want to form M groups and,
for each group, we need to achieve a goal for the cost and the
group level of T.

Let xij be the input variables, i = 1, …, N, j = 1, .., M. In the
sequel xij = 1 is the individual i assigned to the group j, and 0
otherwise.

The first model we consider is a weighted GP model that
simultaneously considers the two different criteria as follows:

(O)Min

M∑

j = 1

α+CD+ + α−CD− + β+TD+ + β−TD−.

Subject to:

(C1)

∑N
i = 1 Ci · xij∑N

i = 1 xij

− CD+ + CD− = gC

(C2)

∑N
i = 1 Ti · xij∑N

i = 1 xij

− TD+ + TD− = gT

(C3)

N∑

i = 1

xij = gj j = 1 . . .M

Authorized licensed use limited to: The University of Hong Kong Libraries. Downloaded on July 24,2023 at 04:13:31 UTC from IEEE Xplore.  Restrictions apply. 



1970 IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT, VOL. 70, NO. 5, MAY 2023

Fig. 1. Trust index components with possible questions to use to analyze relevant attitudes.

(C4)
M∑

j = 1

xij = 1 i = 1, . . . , N

(C5) CD+, CD−, TD+, TD− ≥ 0 j = 1, . . . , M

(C6) xij ≥ 0 and integer i = 1, . . . , N, j = 1, . . . , M

where
1) the objective function in (O) takes into consideration the

weighted sum of all criteria with respect to their goals.
The DM aims at minimizing the difference between each
achievement level and the corresponding goal.

2) the constraint (C1) measures, for each group, the distance
between the average level of salary and the corresponding
group goal;

3) the constraint (C2) describes, for each group, the distance
between the average level of index T and the correspond-
ing group goal;

4) the constraint (C3) defines, instead, the group capacity in
terms of team members;

5) the expression (C4) models the fact that each person is
assigned to only one group (exclusivity);

6) inequalities (C5) and (C6) are sign constraints, which state
that each variable in the model must be positive.

The second model, instead, utilizes the notion of SF. The
model reads as

(SO)Max

M∑

j = 1

α+
j SF

(
CD+

j

)

+ α−
j SF

(
CD−

j

)
+ β+

j SFF
(
TD+

j

)
+ β−

j SFF
(
TD−

j

)
.

Subject to

(SC1)

∑N
i = 1 Ci · xij∑N

i = 1 xij

− CD+
j + CD−

j = gCj j = 1 . . .M

(SC2)

∑N
i = 1 Ti · xij∑N

i = 1 xij

− TD+
j + TD−

j = gTj j = 1 . . .M

(SC3)

N∑

i = 1

xij = gj j = 1 . . .M

(SC4)
M∑

j = 1

xij = 1 i = 1 . . . N

(SC5)CD+
j , CD−

j , TD
+
j , TD

−
j ≥ 0 j = 1 . . .M

(SC6)xij ≥ 0 and integer i = 1 . . . N, j = 1 . . .M

(SC7)CD+
j , CD−

j ≤ ΔF j = 1 . . .M

(SC8)TD+
j , TD

−
j ≤ ΔFF j = 1 . . .M

where SF and SFF are the SFs related to the first and second
criterion, respectively and ΔF and ΔFF are the corresponding
veto thresholds.

VI. ILLUSTRATIVE EXAMPLES

In this section, we present a numerical illustrative example
implemented in LINGO. We suppose to have the following data
(Table I) collected from a group of N = 10 persons. In the first
model below, Model I, we propose a GP model in which we
aim at forming a group of 5 people (out of 10) with a specified
level of group cost and trust. In the second model, Model II, we
propose a GP model to allocate all 10 people to two different
groups of five people each.

A. Model 1

In the first numerical example, we are interested in the case
in which we form only one group of five people, that is M = 1
and g1 = 5. In this context, the DM aims at forming a group of
level of trust in the human–machine interaction equals gT1 = 30,
which means a goal in the upper part of the (9–45) scale. This
value implies a propension to welcome innovation and change in
the decision-making process. Regarding the cost, it is assumed
an average monthly salary of 6000 euros. We also suppose that
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TABLE I
MODEL DATA

all weights α+, α−β+ β− are normalized to 1. In other words,
we do not include preferences in this model, each criterion has
the same relevance for the DM.

The model we are interested in solving is listed below. The
objective function takes a simple form as it is just the linear
combination of the positive and negative deviations. The first two
constraints model the gap minimization between the achieve-
ment levels of team cost and team trust, respectively. The third
constraint, instead, limits the number in the team to five. Finally,
the last one states that all variables must take boolean values.
A decision variable is flagged to 1 if the corresponding person
belongs to the group, 0 otherwise.

The model reads as follows:

Min · CD+ + CD− + TD+ + TD−.

Subject to:
Group cost: 0.2∗(15000∗X1+15000∗X2+12000∗X3

+9000∗X4+9000∗X5+6000∗X6+5000∗X7+4000∗X8+3000
∗X9+1000∗X10) − CD+ + CD− = 6000;

Group trust: 0.2∗(38∗X1+31∗X2+26∗X3+30∗X4+27∗X5
+28∗X6+27∗X7+21∗X8+20∗X9+20∗X10)−TD+ + TD−

= 30;
Maximum team members: X1+X2+X3+X4+X5+X6

+X7+X8+X9+X10 = 5;
Integer constraints: X1, X2, X3, X4, X5, X6, X7, X8, X9,

X10 ϵ {01}.
The model has been solved using LINGO 18 and it provides

the following optimal solution X1 = 1, X6 = 1, X7 = 1, X9
= 1, X10 = 1 while all other variables are set to zero (these
individuals have not be selected to be included in the group). In
terms of the deviations, we have C D+ = C D− = T D+ =

0 and T D− = 3.4. This means that the achieved average group
attitude is equal to 26.6, that is, 3.4 levels below the goal that has
been set to be equal to 30. One of the reasons for this result has
to be found in the goal for the average group salary that is equal
to 6000 euros: the salary is a proxy of educational background
and skills of an individual. In order to get a better result for the
group attitude, let us set a greater value for the average group
salary, for instance, equal to 8000 euros. The model we are going
to solve reads as

Min · CD+ + CD− + TD+ + TD−.

Subject to:
Group cost: 0.2∗(15000∗X1+150005∗X2+12000∗X3+

9000∗X4+9000∗X5+6000∗X6+5000∗X7
+4000∗X8+3000∗X9+1000∗X10) − CD+ + CD− = 8000;

Group trust: 0.2∗(38∗X1+31∗X2+26∗X3+30∗X4+27∗
X5+28∗X6+27
∗X7+21∗X8+20∗X9+20∗X10)−TD+ + TD− = 30;

Maximum team members: X1+X2+X3+X4+X5+X6+
X7+X8+X9+X10 = 5;

Integer constraints: X1, X2, X3, X4, X5, X6, X7, X8, X9,
X10 ϵ {01}.

In this case, LINGO 18 shows the following optimal solution
X1 = 1, X4 = 1, X5 = 1, X6 = 1, X10 = 1 while all other
variables are set to zero (not selected). In terms of the deviations,
we have C D+ = C D− = TD+ = 0 and T D− = 1.4. As
expected, an increment in the salary goal provides a different
allocation of people in the team and, therefore, a better human–
machine collaboration attitude result.
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B. Model 2

In this second numerical simulation, we allocate all 10 people
in two groups. The model again can be formulated by means of
GP and by specifying the trust and cost criteria for each group.
We identify two different groups, namely a group characterized
by greater openness toward change and the use of machine
in decision-making. Indeed, Group 1 has been designed with
a higher trust index (30) and with an average salary of 9000
Euros; whilst Group 2 will require a lower trust index (23) and
an average salary equal to 4000 Euros.

The model reads as

Min · CD+
1 + CD−

1 + TD+
1 + TD−

1 + CD+
2 + CD−

2

+ TD+
2 + TD−

2 .

Subject to:
Group 1 cost: 0.2∗(15000∗X11+15000∗X21+

+2000∗X31+9000∗X41+ 9000∗X51+6000∗X61+
5000∗X71+4000∗X81+3000∗X91+1000∗X101) − CD+

1 +
CD−

1 = 9000;
Group 1 trust: 0.2∗(38∗X11+31∗X21+26∗X31+30∗X41

+27∗X51+28∗X61
+27∗X71+ 21∗X81+20∗X91+20∗X101)−TD+

1 + TD−
1

= 30;
Group 2 cost: 0.2∗(15000∗X12+15000∗X22+

+2000∗X32+9000∗X42+ 9000∗X52+6000∗X62+
5000∗X72+4000∗X82+3000∗X92+1000∗X102) − CD+

2 +
CD−

2 = 4000;
Group 2 trust: 0.2∗(38∗X12+31∗X22+26∗X32+30∗X42

+27∗X52+28∗X62+27∗X72+ 21∗X82+20∗X92+20∗X102)
−TD+

1 + TD−
1 = 23;

Maxi group 1 members: X11+X21+X31+X41+X51
+X61+X71+X81+X91+X101 = 5;

Maxi group 2 members: X12+X22+X32+X42+X52
+X62+X72+X82+X92+X102 = 5.

Mutual exclusivity constraints:

X11 + X12 = 1

X21 + X22 = 1;

X31 + X32 = 1;

X41 + X42 = 1;

X51 + X52 = 1;

X61 + X62 = 1;

X71 + X72 = 1;

Fig. 2. SF shape.

X81 + X82 = 1;

X91 + X92 = 1;

X101 + X102 = 1.

Integer constraint: X11, X21, X31, X41, X51, X61, X71,
X81, X91, X101, X12, X22, X32, X42, X52, X62, X72, X82,
X92, X102 ϵ {01};

The solution provided by LINGO 18 shows that X11=X21=
X31 = X41 = X61 = 1 and X52 = X72 = X82 = X92 = X102
= 1 which then implies that group 1 will be formed by P1, P2,
P3, P4, P6, while group 2 by P5, P7, P8, P9, P10. The deviations
are all zero except C D+

1 = 400, T D+
1 = 6, C D+

2 = 400.
All goals are almost achieved with the formation of two different
groups. More precisely Group 1 will show a higher trust (equal
to 36) with an increase in cost (average salary equals to 9400
Euros), which again reflects the positive impact of educational
background and skills on the trust level; while Group 2 matches
the trust goal but requires a higher average salary (4400 Euros).

C. Model 3

In this third numerical simulation, we still allocate all 10 peo-
ple in two groups, and we introduce the notion of SF. Also this
model can be formulated by means of GP and by specifying the
trust and cost criteria for each group adding the DM preferences
through the notion of SF. As SF, let us consider the following
expression:

SF (x) =
1

1 + ρ2x2
.

This function satisfies all properties identifying an SF (see
Fig. 2) and it is trivial to verify that SF (0) = 1, SF (+∞) =
0, SF′′ (x) = 0 iff x = 1

2ρ . This function shows a level of

satisfaction between 90% and 100% when 0 ≤ x ≤ 1
3ρ and a
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level of satisfaction between 0% and 10% whenx ≥ 3
ρ . A natural

candidate for the dissatisfaction threshold is Δ = 3
ρ

As in the previous example, we identify two different groups.
Again Group 1 has been designed with a higher trust index (30)
and with an average salary of 9000 Euros; whilst Group 2 will
require a lower trust index (23) and an average salary equal to
4000 Euros.

The model reads as

Min · SF(CD+
1 ) + SF(CD−

1 ) + SF(CD+
2 ) + SF(CD−

2 )

+ SFF (TD+
1 ) + SFF (TD−

1 )

+SFF
(
TD+

2

)
+ SDF

(
TD−

2

)
.

Subject to:
Group 1 cost: 0.2∗(15000∗X11+15000∗X21+

+2000∗X31+9000∗X41+ 9000∗X51+6000∗X61+
5000∗X71+4000∗X81+3000∗X91+1000∗X101) − CD+

1 +
CD−

1 = 9000;
Group 1 trust: 0.2∗(38∗X11+31∗X21+26∗X31+30∗X41

+27∗X51+28∗X61+27∗X71+ 21∗X81+20∗X91+20∗X101)
−TD+

1 + TD−
1 = 30;

Group 2 cost: 0.2∗(15000∗X12+15000∗X22+
+2000∗X32+9000∗X42+ 9000∗X52+6000∗X62+
5000∗X72+4000∗X82+3000∗X92+1000∗X102) − CD+

2 +
CD−

2 = 4000;
Group 2 trust: 0.2∗(38∗X12+31∗X22+26∗X32+30∗X42

+27∗X52+28∗X62+27∗X72+ 21∗X82+20∗X92+20∗X102)
−TD+

1 + TD−
1 = 23;

Maxi group 1 members: X11+X21+X31+X41+X51+X61
+X71+X81+X91+X101 = 5;

Maxi group 2 members: X12+X22+X32+X42+X52+X62
+X72+X82+X92+X102 = 5.

Mutual exclusivity constraints:

X11 + X12 = 1

X21 + X22 = 1;

X31 + X32 = 1;

X41 + X42 = 1;

X51 + X52 = 1;

X61 + X62 = 1;

X71 + X72 = 1;

X81 + X82 = 1;

X91 + X92 = 1;

X101 + X102 = 1.

Integer constraint: X11, X21, X31, X41, X51, X61, X71,
X81, X91, X101, X12, X22, X32, X42, X52, X62, X72, X82,
X92, X102 ϵ {01}.

Veto constraints:

0 ≤ CD+
1 , CD−

1 , CD+
2 , CD−

2 ≤ ΔF

0 ≤ TD+
1 , TD

−
1 , TD

+
2 , TD

−
2 ≤ ΔFF .

The DM expresses his/her own preferences by means of two
SFs, namely SFF and SF. The first one is characterized by
having set ρ = 0.5 which implies a veto threshold of ΔF =
600 Euros: In this case, the DM has flexibility in achieving the
goals related to the average group cost. We set ρ = 1 in the
expression of the second SF which implies ΔFF = 3 units.
In this case, instead, the DM has no flexibility in achieving
the goals related to the trust index and the DM gives more
priority to the achievement of this goal by setting a small veto
threshold. LINGO provides the following results: P1, P2, P5, P7,
and P8 are assigned to group 1 while P3, P4, P6, P9, and P10
to group 2. The corresponding nonzero deviations are CD+

1 =
600, T D+

1 = 0.4, C D+
2 = 200, TD+

2 = 3. This optimal solution
shows that almost all goals have been achieved. By introducing
a system of preferences through the notion of SF, it is possible
to differentiate between different goals and to assign different
priorities to them. Indeed, we can observe that the DM can
obtain a better compromise in terms of technology acceptance
by achieving an optimal value much closer to the trust goal than
in model 2 (total deviation in model 3 is 3.4 rather than 6 as in
model 2).

VII. DISCUSSION AND CONCLUSION

Businesses decide to invest in technology for many reasons,
among these we find: pressures to cut costs, to increase effi-
ciency, and/or simply to improve the quality of services or prod-
ucts. What is evident is that digitalization is the inevitable end of
any company in today’s business world. Other specific contexts
have a notable interest in developing high-level use of technol-
ogy such as AI, for example, medicine: health professionals have
to take complex decisions taking into account evidence, value,
patient preferences, and personal attitudes [51]–[54]. Therefore,
across multiple contexts, it is important to form teams able to
realize this change process with the least cost and resistance.

In this contribution, we have proposed an index able to
measure users’ attitudes toward technology as the main com-
ponent (or prerequisite) for optimal interaction within a team:
the synergy or collaboration to achieve the organization’s goals
relying on AI to make decisions is explained at the light of
three main components that create the index T. This should be
considered the first step toward a more complex and systematic
integration of psychological factors within team formation for
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human–AI collaboration. The index outlined here is not exempt
from limitations: first, it is conceived as a mere sum of attitudes
toward technology in general, one’s own proficiency with it,
and the specific tool to be employed. While the importance of
these attitudes is widely demonstrated across the literature, and
the sum of three different constructs has been adopted for the
sake of computational simplification, further research is needed
within the field of human-AI interaction to better identify their
specific value and, therefore, attribute different weights to each
criterium for effective team formation. Second, many psycho-
logical factors could of course influence team effectiveness as
well as interaction with technology. It could be interesting for
future models to integrate other relevant factors besides explicit
attitudes, such as personality traits or thinking styles. For exam-
ple, AI interfaces could be extremely various and in the future,
they may become more or less human-like in their interaction
capabilities (e.g., simulating conversation): as a result, it might
become relevant to consider traits such as social anxiety and
communication apprehension. Indeed, people tend to experience
artificial entities (e.g., AI, robots) as social actors [55], [56].
This is not a form of delusion, meaning that people perfectly
know that a machine is not sentient, does not feel emotions or
thinks on its own, etc.; yet, humans have a natural tendency
to attribute intentions to entities that show a form of organized
behavior [57], and to develop so-called para-social interactions
with them [58]. Consistently, research shows that individuals
socially anxious or high in communication apprehension may
feel uneasy in the company of artificial entities as much as
they do with other human beings [59], [60]. It should be said
that social anxiety and communication apprehension, although
strictly related, are two different constructs, the first being more
related to anxiety for encountering others (e.g., feeling evalu-
ated, judged by them) and the second to the act of communication
itself [59], [61]. These constructs have been investigated mainly
in the field of robots, which are characterized by some kind
of bodily representation and could engage in primitive forms of
communication. While research is needed to understand whether
personality dispositions could influence the perception of AI
tools, which also may vary in their interface/appearance, social
anxiety and communication apprehension may be taken into
consideration as a mediating factor for the quality of human–AI
interaction.

As pointed out by Kolbjørnsrud et al. [62], attitudes, readi-
ness, and enthusiasm for AI vary extensively across organi-
zational levels and geographies and this implies challenges
about how organizations can best adopt AI and get the most
entrepreneurial value from it. As a main message of the present
contribution, it is possible to say that AI can be regarded as
a driver for innovation and entrepreneurship insofar, as the
same amount of effort is put in developing AI solutions, and
in creating effective teams to work with it, which guarantees
not only the implementation of advanced technology but also
that it is used in the best way to achieve organizational ob-
jectives. MCDM and GP could be used to guide team for-
mation, taking into account both functional criteria and the
optimization/integration of individual differences across the
working groups.

Future models could focus on more elaborated algorithms
to account both for attitudes, demographics, and individual
differences for team formation in the field.

Another aspect that could be investigated in future models
dealing with team formation is the addition of further observable
criteria such as gender, family composition, education, and
others. For instance, including gender will consider risk-taking
propensity and computer anxiety. Indeed, multiple criteria are
often used in team formation or selection process and they
imply different attitudes, and it is fundamental to build effec-
tive, inter-professional working systems to improve information
management and collaboration [63], [64].

Another research avenue that could be further explored in
future works is related to the specific GP model. The proposed
model is based on a weighted GP model but other GP variants,
which include the DM’s preference or uncertainty control using
stochastic or fuzzy approaches, could also be utilized in future
research papers.
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